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Towards Deeper Human-Machine Collaboration



Vision: Communication Bandwidth



Alexa TaskBot Challenge



Alexa TaskBot Challenge: Setting
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Real-World Task Assistance



Conversation flow: A phased approach



Conversation flow: Domain phase



Conversation flow: Search phase



Conversation flow: Execution phase
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Standard Task Representation

● No system initiative

● Lacking personalisation

● Dry speech interactions



Task Graphs: Ingredient Linking



Task Graphs: Conditional Execution



Task Graphs: a live example



Task Graphs: function initiative
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Available Data



System Overview: Offline / Async Pipeline 



Augmentations to TaskGraphs

● Only listening to steps is very dry
○ Online recipes are meant to be read, but not spoken

● We pre-process TaskGraphs before displaying to the user
○ Image and Video Linking

○ Step details: Make steps concise by truncating 

○ Requirement linking

○ Joke Generation: jokes based on the step content

○ Question generation: System lead task initiative



Task Graphs: Image Linking

Learning Transferable Visual Models From Natural Language Supervision 
(2021, Radford et al.)

https://arxiv.org/pdf/2103.00020.pdf
https://arxiv.org/pdf/2103.00020.pdf


Quick Intro: Text Embeddings



Task Graphs: Image Linking

Learning Transferable Visual Models From Natural Language Supervision 
(2021, Radford et al.)

https://arxiv.org/pdf/2103.00020.pdf
https://arxiv.org/pdf/2103.00020.pdf


Quick Recap: Image-Text Embeddings



Task Graphs: Image Linking

Learning Transferable Visual Models From Natural Language Supervision 
(2021, Radford et al.)

https://arxiv.org/pdf/2103.00020.pdf
https://arxiv.org/pdf/2103.00020.pdf


Task Graphs: “How-to” Video Linking

Sentence-BERT: Sentence Embeddings using Siamese 
BERT-Networks (2019, Reimers and Gurevych)

CoreNLP verbs

https://arxiv.org/pdf/1908.10084.pdf
https://arxiv.org/pdf/1908.10084.pdf


Task Graphs: Effects of Video on Users

(Fischer et al. SIGDial 2022)



Video Linking User Study - Observations

30

Poor semantic content of titles leads to distracting / “entertaining” the user



Quick Intro: Text Generation

31

GPT3/J
175B params

As much data 
as privacy 
allows



Offline Question Generation



Offline Joke Generation

P.S. Look out for this later in the demo :) 



Augmentations for TaskGraph groups

● Queries like “make pasta”, “cook dinner”, “something healthy” 
Are vague and return poor search results

● How to create groupings with little manual effort?

● Create trivia to give users ideas with themes!



Offline Theme Generation



Augmentation Annotation with LLMs: theme creation



TaskGraph Augmentations Outcomes

● Over 200 themes automatically created containing
○ Sample recipes
○ Possible queries
○ Trivia and Fun facts

● Every task has per-step questions, details, fun facts and jokes
○ Pre-compute with offline corpus: GPT-3, GPT-J
○ Async augmentations with GPT-J

● Every task has per-step images and selected videos if relevant
○ Videos especially help communicate techniques compared to voice only
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GRILLBot Question Answering



Building a TaskBot QA System 

- Scarce domain specific contextual QA data

- High cost to model iteration

- Using Pre-trained QA systems
- Trained on academic reading comprehension datasets
- Unstructured text data as context

- Limitations
- Domain shift results in poor answers
- Model hallucinations



Large Language Models (LLM): tools for rapid iteration



GRILLBot QA: Type classification



Rapid QA Iteration with LLMs
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Traditional Intent classification



Traditional Intent classification

Example of a decision tree for dialogue act classification
(Keizer et al. 2015)

● Simple when starting

● Becomes very complex with many 
intents

● Only operates on the utterance at hand 
(Amazon intents)

● No compositionality between branches

● Brittle when understanding complex 
utterances

https://www.researchgate.net/figure/Example-of-a-decision-tree-for-dialogue-act-classification_fig7_245586808


Moving away from static intents



Neural Decision Parser Architecture

Stateful information Inference

● Encode stateful information independently of current utterance

● Decoder accesses evidence like a database

● Allows pre-computation of stateful information with ad-hoc decoder access



Understanding model performance

Neual Decision Parser (NDP) parameter count

Amazon Intent Tree

Test Dev

● 1.5k curated utterance dataset for testing

● Larger models improve (of course)

● Pre-computation enables large amounts of 
context with large models
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Performance over the year



Closing Remarks

● Systems with real users show vastly different interaction skill levels
○ New users require robust intent handling and navigation
○ Experienced users almost exclusively ask questions

● Successful balance between product and research
○ Deadlines almost every 2 weeks: quarter, semi-finals…
○ Strong team dynamic is critical to build stable system
○ Stable system enables experimentation



GRILLBot => Open Assistant Toolkit (OAT)

● Alexa Proceedings Overview
(Gemmell et al. 2022)

● GRILLBot system paper
(Gemmell et al. SIGDial 2022)

● VILT: Video Instructions Linking for 
Complex Tasks
(Fischer et al. IMuIR 2022)

● Conversational assistance directions
(SIGIR 2022 Tutorial)

https://assets.amazon.science/7c/99/e7a8d35a43c88cf0e8ad59b92dfc/grillbot-a-flexible-conversational-agent-for-solving-complex-real-world-tasks.pdf
https://arxiv.org/pdf/2208.14884.pdf
https://arxiv.org/pdf/2208.10858.pdf
https://github.com/grill-lab/CIS-Tutorial-SIGIR2022


GRILLBot => Open Assistant Toolkit (OAT)

● Alexa Proceedings Overview
(Gemmell et al. 2022)

● GRILLBot system paper
(Gemmell et al. SIGDial 2022)

● VILT: Video Instructions Linking for 
Complex Tasks
(Fischer et al. IMuIR 2022)

● Conversational assistance directions
(SIGIR 2022 Tutorial)

(GitHub - Open Assistant Toolkit)

https://assets.amazon.science/7c/99/e7a8d35a43c88cf0e8ad59b92dfc/grillbot-a-flexible-conversational-agent-for-solving-complex-real-world-tasks.pdf
https://arxiv.org/pdf/2208.14884.pdf
https://arxiv.org/pdf/2208.10858.pdf
https://github.com/grill-lab/CIS-Tutorial-SIGIR2022
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Demo: What to look out for?

● Fluency of transitions between user and system

● Robustness to non-standard contextual questions: “who are these 
experts?”

● System initiative with generated questions and fun facts at the end of 
system utterances

● Joke intonation by separating premise and punchline


